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ABSTRACT

We present a simple and efficient approach to turn laser-scanned
human geometry into a realistically moving virtual avatar. Instead
of relying on the classical skeleton-based animation pipeline, our
method uses a mesh-based Laplacian editing scheme to drive the
motion of the scanned model. Our framework elegantly solves the
motion retargeting problem and produces realistic non-rigid surface
deformation with minimal user interaction. Realistic animations
can easily be generated from a variety of input motion descriptions,
which we exemplify by applying our method to both marker-free
and marker-based motion capture data.

Keywords: Animation, virtual reality, motion capture, shape de-
formation.

Index Terms: I.3.7 [Computer Graphics]: Graphics and
Realism—Animation, Virtual Reality; I.4.8 [Image Processing and
Computer Vision]: Scene Analysis—Motion, Tracking

1 INTRODUCTION

The most important ingredients of many virtual worlds, being it
computer games or virtual chat rooms to name just a few, are real-
istic virtual humans that populate them. In order to create lifelike
avatars, several aspects of a person have to be convincingly mod-
eled, including the shape of the person, her motion, but also the non-
rigid deformation of the body surface. Nowadays, animators have a
variety of tools at hand that enable them to get each of these aspects
right. While it is still common to rely on the skills of artists to de-
sign realistic human geometry models, laser-scanning human shape
represents a very fast and increasingly often used alternative. After
designing the shape, an underlying skeleton structure that describes
the kinematics of the character is fitted to the model in an interactive
procedure. Subsequently, the influence of each bone on both rigid
and non-rigid surface deformation needs to be specified, usually by
handcrafting so-called “skinning envelopes”. Stepping through this
classical animation process can be rather time-consuming, and it
becomes even prohibitive if many different virtual humans shall be
quickly generated.

We thus propose a novel approach that streamlines the whole
pipeline from laser-scanning to animation and that abandons the
concept of a skeleton. It enables animators to quickly produce con-
vincing animation results with minimal manual labor, while still
allowing for control over the production process. Our method is
based on a variant of Laplacian mesh editing [15]. It expects as
input a geometry model (scanned or hand-crafted) given as trian-
gle mesh, and a description of the motion this mesh shall perform.
The input motion description needs to be transformed into a mov-
ing template model, i.e. a mesh or a point cloud. We will show
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later that this transformation step is trivial for many types of mo-
tion data, in particular captured motion. The animator maps the in-
put motion onto the model by simply specifying a set of markers on
the scanned human (v-markers) and corresponding markers on the
template model generated from the input motion data (t-markers).
Our method automatically generates convincingly skinned body
surfaces and also allows for simple motion retargeting. Animations
can be generated at near interactive frame rates. We demonstrate
the efficiency of our algorithm by applying it to marker-based and
marker-free motion capture data.

Our main contribution is the integration of a Laplacian mesh de-
formation scheme with motion capture systems to form an efficient
and easy-to-use alternative to skeleton-based character animation.
To this end, we have developed an intuitive animation tool provid-
ing full control over motion characteristics and deformation proper-
ties. We also show a simple way for extracting rotational constraints
from point correspondences only.

The remainder of this paper is structured as follows: Sect. 2 re-
views the most relevant related work. Sect. 3 details our mesh-
based laplacian editing technique, which is responsible for the
deformation of the target model at each frame of the animation.
Sect. 4 shows possible applications of our method using both
marker-based and marker-free motion capture data. Results and
conclusion are presented in Sect. 5.

2 RELATED WORK

The first step in traditional human character animation is the de-
sign of a model comprising of surface geometry and an underly-
ing skeleton [3]. Surface geometry can either be hand-crafted or
scanned from a real person [1]. The underlying skeleton structure
is either manually designed or inferred from input motion data [7].
Geometry and skeleton need to be connected such that the surface
deforms realistically with the body motion [10] .

The virtual human is animated by assigning motion parameters
to the joints in the skeleton. By far, the most authentic motion rep-
resentation can be acquired through marker-based [7] or marker-
free motion capture systems [12]. Unfortunately, the reuse of mo-
tion capture data for different virtual models is not trivial, requiring
computationally expensive motion editing [6] and motion retarget-
ing techniques [18].

We have developed a novel simple and fast procedure that over-
comes many limitations of the traditional animation pipeline by
capitalizing on and extending ideas from mesh deformation. In [2]
the authors propose a method to learn a parameterized deformable
human model from a range of scans which could be used for ani-
mation.

Another category of approaches uses differential coordinates, see
[15] for reviews on this subject. The potential of these methods for
animation has already been stated in previous publications, how-
ever the focus always lay on deformation transfer between moving
meshes. Using a complete set of correspondences between differ-
ent synthetic models, [17] can transfer the motion of one model to
the other. Following a similar line of thinking, [5] propose a mesh-
based inverse kinematics framework based on pose examples with
potential application to mesh animation.

In contrast to these approaches, our algorithm is a replacement



for the classical way of animating humans from real-world motion
data. It neither requires a dense set of surface correspondences, nor
does it depend on a database of examples postures.

Recently, [14] presents a multi-grid technique for efficient de-
formation of large meshes and [8] presents a framework for per-
forming constrained mesh deformation using gradient domain tech-
niques. Both methods are conceptually related to our algorithm
and could also be used for animating human models. However,
none of the papers provides a complete integration of the sur-
face deformation approach with a motion acquisition system, nor
does any of them provide a comprehensive user interface to con-
trol the animation. In contrast, we present a working prototype
for rapid deformation-based animation from both marker-free and
marker-based motion capture data. Our Laplacian mesh deforma-
tion method picks up and extends ideas presented in [16]. Since
our approach only requires the solution of linear equation systems,
animations can be generated at near interactive frame rates and an
animation tool providing immediate visual feedback is feasible.

3 MESH-BASED ANIMATION FRAMEWORK

3.1 Overview

Inputs to our method are a target triangle mesh of a human and a
description of the motion that the mesh should perform. Follow-
ing the classical animation pipeline, motion descriptions are often
given in the form of rotation parameters of a kinematic skeleton.
These descriptions can, for instance, be captured by marker-based
or marker-free optical motion capture systems. To apply our frame-
work, an input motion description has to be converted into a mov-
ing template model, which can either be a template triangle mesh
or a template point cloud. In practice, it is often the simplest al-
ternative to transform the input data into a moving template mesh,
and we thus continue to use this term without loss of generality.
In Sect. 4.1 and Sect. 4.2 we exemplify that it is straightforward
to generate such a moving template from motion capture data that
have been measured with a marker-based and a marker-free motion
capture system, respectively. Note that we do not have any require-
ment to the template model. It is merely a tool helping us to set up
point correspondences as we explain in the following.

It is our goal to transfer the motion of the template model to the
target model. We formulate the motion transfer problem as a defor-
mation transfer problem. After roughly aligning template and target
models, a small set of corresponding marked vertices between the
template and the target model is specified (Sect 3.2). Our automatic
guided deformation interpolation technique is then used to animate
the target human model efficiently (Sect 3.3).

3.2 Alignment and Correspondence Specification

In our algorithm, the motion of the template mesh from a refer-
ence pose into another pose is captured by the deformation of a
small set of vertices marked under the guidance of the user. Apply-
ing these deformations to the corresponding markers in the target
model would bring it from its own reference pose into the tem-
plate’s pose. For this purpose, we first roughly align template and
target models in a given reference pose (Fig. 1). They are auto-
matically aligned by applying a PCA-based alignment scheme to a
reconstructed shape-from-silhouette volumetric model of the target
mesh.

The user marks a set of K vertices on the template mesh, hence-
forth called t-markers TM = {tMk|k ∈ {0 · · ·K}}, and assigns to each
of them a corresponding vertex in the target model, thereby creating
a set of v-markers VM = {vMk|k ∈ {0 · · ·K}}.

Through placement of markers the characteristics of the motion
and the surface skinning are defined, but also retargeting constraints
can be set. We have developed a graphical user interface that assists
the animator in controlling marker placement. A typical session
consists of the following steps: First the user selects a vertex tMk

(a) (b)

Figure 1: (a) Template (used for marker-free MoCap) and Target
models at their reference poses. Dots represent corresponding
marked points. (b) Models in a different pose. Note how the tar-
get human model is accurately deformed, mimicking the template
model’s pose.

in the template model. Since the target has been roughly aligned,
the system proposes a corresponding closest v-marker, vertex vMk.
Fortunately, we can compute deformed mesh poses at near inter-
active rates, and thus a new target pose is shown instantaneously
after setting each pairwise correspondence. Due to the immediate
visual feedback it is easy for the user to interactively modify cor-
respondences. Except from this step, the whole pipeline is fully-
automatic.

Since the markers TM and VM will drive the deformation inter-
polation method, it is important that their choice captures as much
as possible of the geometric deformation. The principle to place
the markers is simple: they should be specified in areas where de-
formations are expected to happen, e.g. near anatomical joints. In
addition, they can be specified in regions where the animator wants
to enforce detailed deformation, e.g. on the torso, or explicit po-
sitional constraints. With the assistance of our interactive applica-
tion, even unexperienced users quickly get a feeling of how to place
markers. Each of the animations shown in Sect. 5 were generated
by an unexperienced user in less than 15 minutes. Typically, be-
tween 35 to 65 markers are sufficient to create realistic animations.

3.3 Guided Deformation Interpolation

We employ a Laplacian mesh deformation scheme that jointly em-
ploys rotational and positional constraints on the markers similar
to [16] to compute the sequence of poses for the avatar. The de-
tails of the target human model M are encoded in differential co-
ordinates. The differential coordinates d of M are computed once
at the beginning of the sequence by solving a linear system of the
form d = Lv, where L is the discrete Laplace operator based on
the cotangent-weights, and v is the vector of M’s vertex coordi-
nates [11]. Thereafter, our method performs the following three
processing steps at each time step t of an animation:

(1) Local rotations for all markers VM are estimated from the ro-
tations of corresponding markers TM between the template’s
reference pose and its pose at t.

(2) Local rotations are interpolated over the target mesh and the
rotated differential coordinates of each vertex of M are deter-
mined.

(3) The model in the target pose is then reconstructed by solving
the Laplace equation, subject to positional constraints derived
from the positions of markers TM at t.

Since the differential coordinates d are rotation-dependent [16], in
step (1) we need to calculate the local rotations that should be ap-
plied to d. We propose a novel approach to derive these rotational



constraints from moving points. The local rotation for each vertex
vMk of M is calculated from the rotation of the corresponding tMk

between reference pose and the pose at time t by means of a graph-
based method. To this end, markers in TM are considered as nodes
in a graph, and edges between them are determined by construct-
ing the minimal spanning tree [9]. For each marker tMk, we find
the minimal rotation that makes the outgoing edges of tMk at the
reference time matches its outgoing edges at time t (i.e. using the
Jacobian) which is then converted to a quaternion qtMk

.

We want the markers VM to perform the same rotations as their
partners on the template, and thus state qvMk

= qtMk
,k ∈ 0, . . . ,K. In

step (2), we interpolate these rotations over M using the idea pro-
posed in [19]. Each component of a quaternion q = [w,q1,q2,q3] is
regarded as a scalar field defined over the entire mesh. A smooth
interpolation is guaranteed by regarding these scalar fields as har-
monic fields. The interpolation is performed efficiently by solving
the Laplace equation Lq = 0 over the whole mesh with constraints
at the marked vertices.

In step (3), we reconstruct the vertex positions v of M such that
the mesh best approximates the rotated differential coordinates, as
well as the positional constraints. This can be formulated as a least-
squares problem of the form

argmin
v

{‖Lx− (q ·d ·q)‖2 +‖Av− p‖2}. (1)

which can be transformed into a linear system

(LT L+AT A)v = LT (q ·d ·q)+AT p. (2)

In Eq. 2 p is the vector of positional constraints of the form v j = p j ,
j ∈ {1, . . . ,n} specified for the K markers and possibly additional
constraints set by the user. The matrix A is a diagonal matrix con-
taining non-zero weights Ai j = w j only for constrained vertices j.
Appropriate values for the weights w j are found through experi-
ments.

Since our framework employs a rotation interpolation technique,
it can suffer from the ”candy-wrapper” collapse effect, mentioned
in [13]. The twisting collapse effect happens when some of the
markers tMk undergo a rotation of more than 180 degrees. It can be
easily detected by verifying if the first component of q has a null or
a small value. In this case, the reference pose of template and target
model are changed using the previous pose and the calculation of
the local rotations are performed again.

During the process of animating the target model the Laplacian
matrix L does not change. Therefore, we are able to perform a
sparse matrix decomposition, executing only back substitution for
each frame. This enables us to compute target poses at a frame rate
of 5 fps for models comprising of 10k to 30k triangles.

4 SAMPLE APPLICATIONS

We exemplify the efficiency and performance of our approach by
generating animations from real-world motion data measured with
both marker-free and marker-based motion capture systems.

4.1 Marker-based Animation

Nowadays, skeletal motion data acquired with a marker-based op-
tical system are presumably amongst the most widely-used motion
descriptions in animation production. It was thus one of our main
motivations to develop a method that enables us to easily apply
these data to high-quality surface models while bypassing the draw-
backs of skeletal animation. Apart from being easy-to-use, the al-
gorithm shall adhere to the same quality standard as the traditional
way of animation.

Nearly all motion capture systems output a kinematic skeleton
and a sequence of joint parameters. As stated earlier, we need
to transform this kinematic representation into a moving template

model. We straightforwardly achieve this by transforming the ac-
tual bone skeleton into a triangle mesh which can be automati-
cally done by standard animation software like 3D Studio MAXTM.
Please note that we do not generate another surface model, and that
there are no requirements at all concerning shape and connectivity
of the template, apart from it containing moving vertices. Once the
template has been generated, our guided deformation interpolation
approach, Sect. 3.3, is applied to produce the animation.

We can even use the raw marker-trajectories output by the Mo-
Cap system as input. However, please note that the best positions
of markers on the body for our purpose are different from the best
marker positions for skeletal motion estimation. Obviously, most
publicly available sequences have been captured with the latter ap-
plication in mind, which makes it necessary to build a template prior
to feeding them to our algorithm.

We have animated several laser-scanned subjects with motion
files kindly provided to us by Eyes Japan Co. Ltd. We gener-
ated convincingly moving avatars, examples of which are shown
in Fig. 2(a). Motion retargeting is feasible by appropriately placing
constraints. On synthetic data, we could also verify that raw marker
trajectories are a feasible input motion description.

4.2 Marker-free Animation

Instead of explicitly-placed markings on the body, marker-free sys-
tems employ natural image features to estimate motion parameters
from video. Thus, they enable the person to wear comfortable ev-
eryday apparel during recording. Another advantage of this non-
intrusive recording procedure is that the image data are available
for further processing, e.g. for texture extraction.

We have build a silhouette-based marker-free motion capture
system similar to [4] that employs a template body model compris-
ing a segmented surface mesh and an underlying skeleton, Fig. 1,
for the purpose of measuring motion parameters. Only eight video
cameras are needed to faithfully capture motion data.

Since a mesh template is already used for tracking, we can em-
ploy our algorithm to straightforwardly map the captured motion to
scans of arbitrary other persons. Please note that the specific shape
of the template is a requirement of the tracking algorithm and not of
the animation framework. Fig. 2(b,c) shows screenshots of anima-
tions that are obtained by mapping non-intrusively captured human
performances to laser-scans of different subjects.

5 RESULTS AND DISCUSSION

In both of our application scenarios, we animated body
meshes of male and female subjects that were captured with a
CyberwareTM full-body scanner.

In the marker-based setting we generated results from 10 differ-
ent motion sequences showing a variety of motions ranging from
simple walking to soccer moves. The sequences were typically be-
tween 100 and 300 frames long. Fig. 2(a) shows several frames of
different animations where the male model performs soccer moves.
The target model realistically performs the motion while exhibiting
lifelike non-rigid surface deformations. Note that the fact that the
target human model has different dimensions compared with the
recorded human subject is not a problem for our algorithm.

Marker-free animation examples are shown in Fig 2(b,c).
Fig. 2(b) shows a comparison between actual input video frames
and two models striking similar poses. It illustrates that our method
can accurately transfer poses captured on video to the virtual char-
acters. Fig. 2(c) shows some frames of a captured dancing sequence
(330 frames) being mapped into a male model. More results are
presented in the accompanying video.

The quality of the results confirms that we have developed a sim-
ple and efficient method to create moving virtual humans. Our al-
gorithm is subject to a few limitations. For instance, during extreme
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Figure 2: (a) Several frames of animations where the avatar performs soccer moves. The input motion was captured by means of a marker-based
optical motion capture system. Note the lifelike non-rigid surface deformations automatically generated. (b) Two comparisons between an input
video frame and two models striking the same pose. Although the models have different body dimension with respect to the real human subject,
the poses are reconstructed accurately. (c) Two frames taken from an animation where a male model performs a captured dance.

deformations some loss in volume can occur. We believe that the in-
corporation of a volumetric constraint in Eq. 1 could overcome this
limitation. However, by this means deformation modeling would
turn into a nonlinear problem whose solution is numerically more
involved [8]. Our method can generate animations at 5 fps for mod-
els comprising of 10k to 30k triangles. For VR applications, we can
achieve better frame rates, as well as real-time performance, since
the models used are usually smaller.

Nonetheless we presented a simple and fast scheme to create
lifelike human characters that overcomes some limitations of the
classical animation pipeline. Our system requires a minimum of
manual interaction, only the placement of a small set of markers is
required. The method is easy and intuitive to use, and simultane-
ously solves the animation, the surface deformation, and the motion
retargeting problems.
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